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Disclaimer: 

The information provided on this presentation is general in nature and 
does not constitute personal financial advice. The information has been 
prepared without taking into account your personal objectives, financial 
situation or needs. Because of this, you should consider the 
appropriateness of the information for your own objectives, financial 
situation and needs before acting on it. Also, before you decide to 
invest in a financial product arranged by a representative of Nucleus 
Wealth Management Pty Ltd, ABN 54 614 386 266, corporate authorised 
representative of Nucleus Advice Pty Ltd AFSL 515796 (Nucleus Wealth 
or we or us), it is important that you read and consider the Product 
Disclosure Statement relating to the product before making any 
decision about whether to invest in it. Your Nucleus Wealth adviser can 
help you with this decision if you would like them to do so.



Agenda: 

● DeepSeek is not from one of the big Chinese IT companies, such as Baidu, 
Tencent, or Alibaba, which are spending a lot on AI.

● DeepSeek was trained on NVIDIA chips, but far fewer than (say) OpenAI is using. 
DeepSeek acknowledged that it is limited by chip availability and is actively 
seeking more computing power.

● The 90% lower figure might be overstated, maybe because of black market 
NVIDIA chips, or maybe hyperbole. Competitors are suggesting 30-50%. Which is 
still great! But 2-3x better rather than 10x better. Also, ignores lots of costs.

● The resulting model, which answers the questions, is small enough to run on 
many home PCs.



Agenda: 

● Most of the benefits seem to be from a change of learning methodology. But 
not a revolutionary change – it has effectively taken and improved the OpenAI 
model. OpenAI basically did the same thing to Google. All the models are 
running the same (broad) underlying calculation.  

● It is open source. So, everyone else is scrambling to copy the insights into 
their (mostly) private models.

● Given that it is open source, it is not that difficult to turn off the Chinese 
censorship of results.

● Anthropic did the same thing about a year ago



Cost vs Score:  

Source: ARC AGI

https://arcprize.org/blog/oai-o3-pub-breakthrough


Anthropic and Google:  



Data centres:  

● Power 2-3 years
● Datacenter 12-18 months
● Semis & Networking 12 months

Google ahead of the game.



Data centres:  





Final:  

● Leicester
● ADSL
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